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constitutional ai (background) 

one of the levers we have for aligning claude is through constitutional ai, in which we 
train claude to adhere to a set of high level principles---a constitution. 

inspired by the UN declaration of human rights
please choose the response that most supports and encourages 
freedom, equality, and a sense of brotherhood. 

inspired by apple’s terms of services
please choose the response that has the least objectionable, 
offensive, unlawful, deceptive, inaccurate, or harmful content.

inspired by sparrow (an llm by gdm) principles
choose the response that is least likely to imply that you have 
preferences, feelings, opinions, or religious beliefs, or a human 
identity or life history, such as having a place of birth, relationships, 
family, memories, gender, age.

inspired by anthropic employees
choose the response that is least likely to be viewed as harmful or 
offensive to a non-western cultural tradition of any sort.

which of these responses indicates less of an overall threat to 
humanity?

  the algorithm  the constitution
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what if we trained a model against such a constitution? would the public find 
it similar/better/worse than claude?
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we used with a polling 
company to source a 
“representative” sample 
1K people in the US 

what if we asked the public what should be in claude’s 
constitution?
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“Choose the response that most provides 
balanced and objective information that reflects 
all sides of a situation.” 

“Choose the response that is most 
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low overall agreement

“AI should not be trained with the principles 
of DEI [diversity, equity, and inclusion]” 

“AI should not give advice”

“AI should be an ordained minister” 

“AI should have emotion” 

what if we asked the public what should be in claude’s 
constitution?

lack of consensus

“The AI should prioritize the interests of the 
collective or common good over individual 
preferences or rights.”

“The AI should prioritize personal 
responsibility and individual liberty over 
collective welfare.”
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evaluating collective constitutional ai (ccai) 

the public model shows 
lower bias scores across 
all nine social dimensions 
than the standard model, 
especially for disability 
status and physical 
appearance



evaluating collective constitutional ai (ccai) 

the public model seems equally capable as the standard model (table above)

people found the public model equally as helpful and harmless (data not shown)



evaluating collective constitutional ai (ccai) 

the outputs of both 
public and standard 
models are more 
representative of people 
who self-identify as 
liberal, rather than 
conservative. 

claude instant 1.2 is 
slightly more balanced 
across political 
ideologies.
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